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Abstract Image analysis of three-dimensional micro-
tomographic image data has become an integral com-
ponent of pore scale investigations of multiphase flow
through porous media. This study focuses on the val-
idation of image analysis algorithms for identifying
phases and estimating porosity, saturation, solid sur-
face area, and interfacial area between fluid phases
from gray-scale X-ray microtomographic image data.
The data used in this study consisted of (1) a two-
phase high precision bead pack from which porosity
and solid surface area estimates were obtained and (2)
three-phase cylindrical capillary tubes of three differ-
ent radii, each containing an air–water interface, from
which interfacial area was estimated. The image analy-
sis algorithm employed here combines an anisotropic
diffusion filter to remove noise from the original
gray-scale image data, a k-means cluster analysis to
obtain segmented data, and the construction of isosur-
faces to estimate solid surface area and interfacial area.
Our method was compared with laboratory measure-
ments, as well as estimates obtained from a number
of other image analysis algorithms presented in the
literature. Porosity estimates for the two-phase bead
pack were within 1.5% error of laboratory measure-
ments and agreed well with estimates obtained using
an indicator kriging segmentation algorithm. Addition-
ally, our method estimated the solid surface area of
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the high precision beads within 10% of the laboratory
measurements, whereas solid surface area estimates ob-
tained from voxel counting and two-point correlation
functions overestimated the surface area by 20–40%.
Interfacial area estimates for the air–water menisci con-
tained within the capillary tubes were obtained using
our image analysis algorithm, and using other image
analysis algorithms, including voxel counting, two-point
correlation functions, and the porous media marching
cubes. Our image analysis algorithm, and other algo-
rithms based on marching cubes, resulted in errors
ranging from 1% to 20% of the analytical interfacial
area estimates, whereas voxel counting and two-point
correlation functions overestimated the analytical in-
terfacial area by 20–40%. In addition, the sensitivity of
the image analysis algorithms on the resolution of the
microtomographic image data was investigated, and the
results indicated that there was little or no improve-
ment in the comparison with laboratory estimates for
the resolutions and conditions tested.

Keywords Multiphase flow · Porous media ·
Computed microtomography · Image analysis ·
Marching cubes

1 Introduction

In recent years, significant strides have been made
in nondestructive imaging of materials and processes
related to the Earth’s subsurface. Advances in experi-
mental and analytical techniques have made it possible
to characterize and distinguish microscale characteris-
tics such as pore geometry, pore network connectivity,
fluid phase distributions in porous media, interfacial
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properties, and solute transport variables. Computed
microtomographic (CMT) imaging studies have been
presented in the fields of: (1) petroleum engineering, fo-
cusing on the extraction of pore morphology, network
information, and relative permeability estimates for use
in pore network simulators (e.g., [4, 13, 28, 33, 36,
39, 40, 49, 53]); (2) environmental engineering where
the focus has been on describing nonaqueous phase
liquid (NAPL) characteristics such as blob morphology
(e.g., [1, 2, 44, 45]) and fluid–fluid-specific interfacial
area (e.g., [6, 7, 14–16]); (3) geology and geochemistry
[3, 5, 8, 19, 25, 50]; (4) vadose zone and root zone
processes (e.g., [11, 12, 22, 43, 54, 55]); (5) and micro-
biology (e.g., [51]).

Images produced with CMT are gray scale, and
therefore need further processing before the proper-
ties of interest can be quantified. The gray-scale voxels
reflect the large spectrum of X-ray attenuation values
of the scanned materials. Generally, segmentation or
classification of gray-scale images results in a data set in
which each separate entity, hereafter phase, in the im-
age is represented by a single integer value. For exam-
ple, in a porous material the solids and the void space
may be represented by zeros and ones, respectively.
Numerous segmentation routines have been presented
in the literature (e.g., [32, 34, 35, 38, 48]), and Sezgin
and Sankur [47] provide a comprehensive survey of 40
segmentation methods. The segmented data is typically
used to quantify properties such as phase distributions
(i.e., porosity and saturation). However, the resulting
estimates are known to vary significantly depending
upon the original image quality and the segmentation
method employed [46]. Furthermore, CMT images of
porous materials often contain features at or below the
image resolution which blur the edges at phase bound-
aries, which can result in the loss of significant features
and errors in the resulting macroscopic estimates [48].

Interfacial area estimates are typically obtained from
the segmented data with additional processing. The
simplest estimate consists of counting the faces of
voxels that exist between two phases; however, this
approach results in interfacial area estimates with
significant pixelation effects, generally leading to an
overestimation for the smooth fluid–fluid interfaces of
interest. More advanced approaches include marching
cubes methods [17, 30], two-point correlation functions
[29, 31] and adaptive distance gradient filtering [18].
McClure et al. [30] recently developed a porous me-
dia marching cubes (PMMC) algorithm, which extracts
interfacial area estimates directly from gray-scale data,
bypassing the need for a segmentation routine.

The primary objectives of this study are (1) to
present a detailed description of the image analysis

algorithms employed in current and previous investi-
gations by [15, 16, 54], including recent improvements
that affect the resulting estimates and (2) to validate
these algorithms by comparing phase distribution and
interfacial area estimates for a high precision glass bead
pack, as well as fluid configurations within capillary
tubes, to laboratory measurements and estimates ob-
tained from some of the more commonly used image
processing methods and software packages specifically
designed for applications to porous media.

2 Image analysis

2.1 Image filtering

Image analysis begins with the reconstructed gray-scale
images. Typically, the gray-scale images contain a cer-
tain level of noise that can greatly affect the quality
of the subsequent segmentation. With this in mind,
edge preserving noise reduction filters are commonly
used and recommended as a first step in image analysis
[23, 48].

Culligan et al. [15, 16] employed a median filter
to remove noise from the original gray-scale images.
The median filter is a commonly used low-pass, edge
preserving nonlinear digital filter that uses the median
value of a specified convolution kernel to smooth the
data [20] and performs well with outliers (i.e., random
noise) [23]. Thus, it considers a neighborhood sur-
rounding the voxel in consideration and replaces that
voxel with the median value of the neighborhood. A
drawback to the median filter, and other filters based
on convolution kernels, is that they blur sharp edged
features present in the original image [23]. Thus, our
improved image analysis algorithm uses an anisotropic
diffusion filter1 to remove noise from the original gray-
scale images. The anisotropic diffusion filter is a math-
ematically formulated diffusion process that promotes
intra-region smoothing over edge smoothing [21, 37].
The equation takes the following form [21]:

∂u (x, t)
∂t

= ∇· (c (x, t) ∇u (x, t)) (1)

where the vector x represents the spatial coordinates
within the image, t represents the number of times
(iterations) the filter is applied to the image, u (x, t) is
the voxel intensity, and c (x, t) is a diffusion function
that controls the strength of diffusion based on intensity

1Daniel Simoes Lopes, http://www.civil.ist.utl.pt/~danlopes

http://www.civil.ist.utl.pt/~danlopes
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Fig. 1 Comparison of the intensity histograms for the two filters
with the original gray-scale data shows that the majority of the
smoothing occurs in regions of similar intensities (i.e., there was
a reduction of the variance of each peak). The left, middle, and
right peaks represents the nonwetting, solid, and wetting phases,
respectively

gradients. Perona and Malik [37] and Gerig et al. [21]
proposed the following functions for c (x, t):

c (x, t) = exp

(
−

( |∇u (x, t)|
κ

)2
)

(2)

c (x, t) = 1

1 +
(

|∇u(x,t)|
κ

)2 (3)

where κ is a parameter chosen according to the level
of noise and strength of edges contained in the image.
In the discrete case, the anisotropic diffusion filter es-
timates local gradients as differences between neigh-
boring voxels. If the gradient is large, a discontinuity
is assumed and the diffusion process is stopped.

Figure 1 compares the histograms for each filter
and an original gray-scale image. It is apparent that
both filters reduce the variance in the intensity peaks,
thus indicating that the majority of the filtering occurs
within regions containing similar intensity values. Addi-
tionally, a comparison between the original gray-scale,
median-filtered, and anisotropic diffusion-filtered im-
ages is provided in Fig. 2. This figure illustrates, qualita-
tively, that both filters removed a significant amount of
noise and preserved edges relatively well. The intensity
values for a cross section of the gray-scale, median-
filtered, and anisotropic filtered images are also shown
in Fig. 2. The intensity values at the phase boundaries
provide a measure of the sharpness of the phase bound-
aries in the original gray-scale images and indicate the
degree to which each filter enhances that sharpness.
Close inspection of the intensity values for the gray-
scale image reveals that the edges between the differ-
ent phases were originally relatively smooth, and the
sharpness of the phase boundaries was not significantly
increased using the median or the anisotropic diffusion
filter. Multiple κ values were tested using Eqs. 2 and
3 with similar results. Kaestner et al. [23] proposed
using a gradient image smoothed by a Gaussian filter
for c (x, t) in Eq. 1; however, this was not tested in this
study. Applications of the anisotropic diffusion filter
(using Eqs. 2 and 3) to CMT data collected at higher
resolution, at a different synchrotron source, showed

Fig. 2 A comparison
between the original
gray-scale (top),
median-filtered (middle) and
anisotropic diffusion-filtered
(bottom) images. The graph
shows a cross section of the
intensity values for each
image (the horizontal line)
indicating that there was very
little difference between the
median and anisotropic
diffusion filter
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that phase boundaries were well preserved and the
sharpness visibly enhanced with appropriate choices
of κ . Thus, the quality of the original gray-scale image
had a significant effect on the sharpness of the phase
boundaries, which in turn influenced the outcome of
the k-means cluster analysis, as will be discussed in the
following section.

2.2 Segmentation

In this study, and related works [15, 16, 54], a
k-means cluster analysis (included in the CCHIPS soft-
ware package2) was the primary algorithm used to
segment both two- and three-phase CMT data. Briefly,
the algorithm requires an initial guess for the cluster
centers, then iteratively updates the centers until an
objective function, namely the squared error function,
is optimized. The k-means algorithm has the following
drawbacks: (1) there are no spatial constraints, (2) each
cluster is characterized by a constant intensity, and
(3) obtaining the global optimum is not guaranteed
[35], which motivated the comparison with the indicator
kriging algorithm (defined later).

In practice, the CCHIPS k-means cluster analysis
worked well with two-phase data, but did not properly
segment three-phase data sets that did not contain
sufficiently sharp intensity gradients between the fluid-
fluid interfaces. In the three-phase case, the CCHIPS
routine produced segmented data with a thin film of
solid phase assigned to all fluid–fluid interfaces in-
dicating that a thin region of intermediate intensity
voxels exists between the wetting (high intensity) and
nonwetting (low intensity) phases. This likely occurs
because the phase boundaries in the original gray-
scale images were relatively smooth. To overcome this
problem, Wildenschild et al. [54] and Culligan et al.
[15, 16] worked the k-means cluster analysis into a
larger segmentation algorithm (hereafter, referred to as
Autoseg). Briefly, the Autoseg algorithm combined his-
togram specification, dilation and erosion operations,
an edge detection routine (the Canny operator) and
a medial axis routine along with the k-means cluster
analysis, and most importantly, knowledge of the solid
phase locations obtained from a two-phase dry image.
Although this algorithm worked for the data presented
in Wildenschild et al. [54] and Culligan et al. [15, 16],
applications to recent CMT data resulted in the faulty
creation of wetting phase regions around some of the
solids, features that were not present in the gray-scale

2Copyright 2001, The Imaging Research Center, Children’s
Hospital Medical Center, Cincinnati, OH, USA http://www.irc.
cchmc.org/cchips.php

image. Additionally, this algorithm was rather complex
and computationally intensive, taking approximately
3–4 h per volume (a typical volume was 650×650×515
voxels) on a personal computer. The results obtained
using Autoseg are included for comparison purposes
only.

The segmentation algorithm used in this study in-
volved only a k-means cluster analysis and knowledge
of the solid phase locations from a dry image. The
first step in the algorithm consisted of segmenting both
wet and dry data sets into binary images using the
k-means cluster analysis. For the case of the wet data,
the segmentation step created a binary image in which
the nonwetting phase was separated from both the
wetting and solid phases. The solid and wetting phases
were subsequently separated by overlaying the solid
phase, obtained from the segmented dry data, onto the
segmented (binary) wet data. A post processing step
was implemented to remove blobs under a certain size.
This was especially useful for removing small artifacts
within the beads and small unphysical fluid blobs that
were created due to inaccuracies in the segmentation
routine and slight movement of the solid phase during
the experiments. Figure 3 shows an example of the re-
sulting segmented data from this routine. Qualitatively,
the segmented data represents the original data well.
Additionally, this algorithm segments a typical data set
in approximately 10 min.

In recent applications of the k-means cluster analysis
to three-phase data collected at the Advanced Light
Source (ALS) beam-line (Lawrence Berkeley National
Laboratory), the algorithm properly segmented the
data without the need of overlaying the solid data onto
the wet data. This is the simplest and most accurate of
the three segmentation routines discussed here, since
it reduces any error associated with movement of the
solid phase. The success of the algorithm when applied

Fig. 3 A comparison of filtered (anisotropic diffusion) gray-
scale image (left) with k-means segmented image (right). The
white, black, and light gray regions are water, NAPL, and solids,
respectively

http://www.irc.cchmc.org/cchips.php
http://www.irc.cchmc.org/cchips.php
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to the ALS data set is most likely due to the fact that
the phase edges in the original gray-scale images were
sharper than those obtained from Advanced Photon
Source (APS) beam-line (Argonne National Labora-
tory), likely because of a better signal-to-noise ratio
during data collection. This led to edge enhancement
during the filtering step (see Section 2.1) and, thus
the k-means algorithm easily identified the nonwetting–
wetting phase interface.

Porosity and saturation values were estimated from
the segmented data via voxel counting. This is the sim-
plest and most widely used method for these types of
estimates. Two-point correlation functions may also be
used for these estimates; however, Lindquist et al. [29]
showed that there was little difference in the estimates
obtained with either method.

2.3 Interfacial area

Compared to the number of segmentation methods,
relatively few algorithms have been presented in the
literature for estimating interfacial area from CMT im-
age data. Some of these include voxel counting, march-
ing cubes (MC), two-point correlation functions, and
adaptive distance gradient filtering (ADGF). Counting
voxel faces common to the two phases of interest is by
far the simplest method; however, in cases pertaining
to fluid–fluid interfaces in porous media where the
surfaces are smooth, the estimates are high. Lindquist
et al. [29] stated that voxel counting estimates should
be considered as upper bounds for interfacial area.

MC algorithms have recently been employed in a
number of porous media studies [15–17, 30, 31] and
one advantage of this method is that it can be applied
directly to the gray-scale data [30]. The MC algorithm
constructs an isosurface composed of a triangular mesh
that correspond to a chosen isovalue (or threshold).
Thus, the isovalue and the information from the sur-
rounding voxels determines the isosurface. For exam-
ple, in a binary image where each phase is represented
by a one or a zero, an optimal choice of the isovalue
is 0.5 since the resulting isosurface is halfway between
two adjacent voxels of different phases. Dalla et al. [17]
used synthetic binary data to investigate the accuracy of
the marching cubes algorithm for wetting phase bridges
encountered in porous media and showed that the
estimated area was generally lower than an analytical
estimate.

Other methods for estimating interfacial area from
CMT image data include two-point correlation func-
tions and ADGF. Lindquist et al. [29] and Song et al.
[50] compared interfacial area estimates obtained from
two-point correlation functions and voxel counting.

Their results showed that voxel counting resulted in
estimates that were 1.5–2.9 times higher than esti-
mates obtained from two-point correlation functions.
Montemagno and Ma [31] compared two-point corre-
lation functions and marching cubes interfacial area es-
timates for binary data of synthetic sphere packings and
single spheres, and showed that the two-point correla-
tion functions obtained smaller relative errors than MC
and that MC is sensitive to pixelation effects. Flin et al.
[18] compared their ADGF algorithm to MC applied
to binary and smoothed binary data, and for measured
surface area estimates of three snow samples observed
relatively similar results from all methods, except for
MC applied to Gaussian smoothed binary data, which
they claim was a result of the large (11×11×11) kernel
used in the Gaussian filter.

Interfacial area estimates presented here, and in re-
lated works (see [15, 16]), were obtained using the com-
mercially available image analysis software, Amira™,
which uses a generalized marching cubes algorithm to
generate an isosurface between phases. The isosurfaces
are generated by choosing a single isovalue that ef-
fectively separates one phase from all other phases
in the image. Isosurfaces are generated for the total
interfacial area for the solid phase, as, wetting phase,
aw, and nonwetting phase an. In a three-phase system,
the total interfacial area for each phase is defined as
follows:

as = aws + ans

aw = anw + aws

an = anw + ans

(4)

where anw is the interfacial area of the nonwetting–
wetting interface, ans is the interfacial area of the
nonwetting–solid interface, and aws is the interfacial
area of the wetting–solid interface. From Eq. 4, it can
be shown that the interfacial area between two phases
is defined as follows:

anw = 1

2
(aw + an − as)

ans = 1

2
(an + as − aw)

aws = 1

2
(aw + as − an) .

(5)

In many studies concerning interfacial area in porous
media, anw is of interest [6, 9, 10, 15, 16] and the use
of Eq. 5 is common. It should be noted that Eq. 5 will
propagate any error associated with the estimates of
aw, an and as when these are the measured values. This
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is especially important when using the marching cubes
algorithm to estimate aw, an, and as, since it is often
difficult to obtain perfect contact between the three
isosurfaces. For example, consider a trinary data set
in which the nonwetting, solid, and wetting phases are
assigned the values 0, 1, and 2, respectively; one would
need multiple isovalues and a second binary data set for
one of the phases to construct satisfactory isosurfaces
of aw, an and as. Culligan et al. [15, 16] used a method
that involved a trinary data set for estimating an and
aw and a separate binary data set for as. In their case,
the trinary values were 3, 5, and 10 for the nonwetting,
solid, and wetting phases, respectively. The isovalues
selected were 4 and 7.5 for an and aw, respectively.
For the binary data set, the values for the nonwetting
phase and solid phase were 0 and 1, respectively, and
an isovalue of 0.5 was selected. Additionally, the data
were resampled in Amira™ prior to applying MC. The
resampling step smoothed the data and coarsened the
grid using a triangle window. The grid coarsening was
necessary at the time because of computational mem-
ory constraints (2 GB). Although it was determined
that this method resulted in good surface area estimates
for a binary sphere [15], a number of issues arise with
this method when applied to three-phase porous media
data. The first issue involves the use of a single isovalue
in a trinary data set to estimate aw or an. Using an
isovalue of 4 for an resulted in an isosurface that was
biased toward the nonwetting phase at all nonwetting–
wetting interfaces. In a similar fashion, the use of an iso-
value equal to 7.5 for aw resulted in an isosurface biased
toward the wetting phase at all nonwetting–wetting in-
terfaces. This ultimately resulted in isosurfaces that had
little or no contact at all nonwetting–wetting interfaces,
thus introducing some error in approximations based
on Eq. 5 (however, as shown later, the errors were still
less than 20% when compared to estimates based on
laboratory measurements).

Our improved interfacial area estimation method
converts the segmented trinary data into three (one
for each phase) different binary data sets in which
each phase is separated from the other two phases. For
example, in the nonwetting data set, the nonwetting
phase is set equal to zero and both the wetting and
solid phases are set equal to one. This allows for the
use of a single isovalue for the construction of all
isosurfaces. An isovalue equal to 0.5 was chosen for aw,
an and as, which ensures maximal contact between the
isosurfaces. This is similar to the approach Dalla et al.
[17] applied to synthetic binary data. Additionally, we
smooth the binary data with a Gaussian filter (3×3×3
kernel) to reduce pixelation effects in the resulting
isosurfaces.

McClure et al. [30] recently proposed a mathemati-
cally rigorous porous media marching cubes (PMMC)
algorithm, which we compare our method to in this
study. PMMC was developed to address many of the
issues that arise when applying the marching cubes
algorithm to segmented data. Additionally, this algo-
rithm estimates other properties including interfacial
curvature and three-phase contact lines; however, only
a few key aspects pertaining to interfacial area esti-
mates are discussed here (for further details see [30]).
PMMC uses the standard generalized marching cubes
algorithm for the fluid and solid phases except when a
nonwetting–wetting–solid contact line is encountered.
It is precisely in these locations that Dalla et al. [17]
observed that the standard marching cubes algorithm
did not faithfully represent the wetting phase surface.
In these cases, PMMC employs a combination of the
marching cubes, interpolation, and extrapolation to ac-
curately construct the isosurface. Furthermore, PMMC
estimates the interface of interest, (i.e. anw, aws, an,
etc...) directly, bypassing the need for Eq. 5. Since
PMMC can directly estimate the interface of interest,
it is possible to use the original gray-scale data, thus
avoiding the segmentation step. It is noted that the
interfacial area estimates are affected by the original
noise in the data and McClure et al. [30] recommends
the use of a smoothing filter.

3 Validation methods

3.1 Experimental data sets

The experimental data presented here was collected at
the GeoSoilEnviro Consortium for Advanced Radia-
tion Sources beam-line at the APS, Argonne National
Laboratory. Only the most necessary details pertaining
to the APS beam-line specifications will be presented
here, further details can be found in Wildenschild et al.
[54, 55]. The experiments were conducted at an energy
level just above the K-shell photoelectric absorption
edge of iodine (33.2 keV). An 11% (by weight) iodine-
spiked water solution was used as the wetting phase
in these experiments to facilitate X-ray absorption in
the wetting phase, resulting in an intensity distribution
from which the nonwetting and wetting phases could
be distinguished. A tunable monochromator isolates a
single energy, 33.27 keV, from the white synchrotron
light and the X-rays pass through the sample and are
subsequently converted to visible light by a scintillator
and captured on a high-speed CCD camera. The raw
data is processed with a series of algorithms devel-
oped in IDL™ (Research Systems Inc.) that sharpen
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edges, remove ring artifacts, center the data, and then
reconstruct the gray-scale images via a filtered back-
projection algorithm [41].

The experimental data consisted of CMT images
of (1) a high precision bead pack and (2) cylindrical
capillary tubes of three different radii, each containing
an air–water interface. The high precision beads (d =
0.8 ± 0.01 mm, ρ = 2.5 g cm−3, per manufacturer spec-
ifications, Glenn Mills Inc.) were packed into an acrylic
column (i.d. = 6.54 mm). The beads were assumed to be
clean since the manufacturer polished and washed them
prior to packaging. The mass of the beads packed in the
column was 233.0 ± 0.5 mg. Based on this information,
the number of beads in the column and the surface area
for the entire bead pack was estimated to be 348 ± 8
beads and 700 ± 20 mm2, respectively. The bead pack
was imaged at two different resolutions, namely 11.8
and 5.9 μm. The two different resolutions were ob-
tained by adjusting the region of interest (ROI) using a
binning procedure. The higher resolution (5.9 μm) data
was imaged with a Micromax CCD camera equipped
with a Nikon macro lens and a 10-mm spacer, and
the full camera chip (1,300×1,050 voxels) was used.
The lower resolution (11.8 μm) data was obtained by
binning the voxels 2 by 2 such that a ROI of 650×525
voxels was produced.

Cylindrical capillary tubes with three different radii
were used to image three different air–water menisci
near equilibrium conditions. The capillary tube dimen-
sions and CMT image resolutions are listed in Table 1.
The tubes were secured in a vertical position and the
lower end was submerged in a water reservoir while
imaging. Cylindrical capillary tubes were chosen so that
interfacial area estimates could be compared with inter-
facial area calculations based on the radius of curvature
from Laplace’s Law:

Pc = Pn − Pw = 2σ cos θ

rt
(6)

where σ is the surface tension between air and water, θ

is the contact angle and rt is the radius of the capillary
tube. We assumed that the shape of the meniscus could
be approximated by a spherical cap, thus anw = 2πrch,
where rc is the radius of curvature of the meniscus and
h is the height of the cap, see Fig. 4. The radius of

Table 1 List of capillary tube inside diameters and the associated
CMT image resolutions

Inside diameter (μm) CMT image resolution (μm)

800 ± 8 13, 6.5
1,350 ± 25.4 13
1,500 ± 15 13, 6.5, 3.3, 1.6

Fig. 4 Illustration of a cross
section of the air–water
meniscus in a capillary tube
where rt is the radius of the
tube, rc is the radius of
curvature of the meniscus,
θ is the contact angle, and h is
the height of the spherical cap

θ

the tube and the radius of curvature of the meniscus
are related by rt = rc cos θ . Values for rc and h were
obtained independently by two different methods to
ensure the resulting estimates were reliable. In the
first method, rc and h were measured directly from
cross sections (on the principle x- and y-axes) of the
gray-scale images. In the second method, the contact
angle between the meniscus and the capillary tube was
measured along the principle x- and y-axes of gray-
scale images, and values for rc and h were then calcu-
lated based on θ and the radius of the tubes, rt, using
rt = rc cos θ and rc = (h2 + r2

t )/2h. The values obtained
from the measurements and calculations are listed in
Table 2, which shows that there was little difference
between the measured and calculated values for rc.
However, there were noticeable differences between
the measured and calculated h values. Based on these
observations, the calculated values of rc and h (columns
5 and 6, respectively) in Table 2 were used to calculate
analytical estimates of anw for the air–water menisci. It
is noted that the estimated contact angle of 22◦ for the
1,350-μm tube is higher than expected. One possible
explanation for this high value is that the meniscus had
not reached equilibrium. Despite the high contact angle
the resulting calculated value of rc is consistent with the
corresponding measured value.

3.2 Image processing methods

The majority of CMT data reported in the literature
is subjected to image analysis techniques similar to
those discussed in Section 2 prior to the estimation
of porosity, saturation, and interfacial area; thus, it
is important to note that the potential for error is
relatively high. However, there is no straightforward
way to assess the error associated with the estimates
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Table 2 Measured and calculated values for predicting the interfacial area of the meniscus in the capillary tubes assuming the meniscus
was the shape of a spherical cap (i.e., anw = 2πrch)

Tube Measured Calculated
i.d. (μm) rc (mm) h (mm) θ (deg) rc (mm) h (mm)

800 0.40 0.36 6 0.40 0.36
1,350 0.73 0.44 22 0.73 0.46
1,500 0.76 0.66 3 0.75 0.71

since they are affected by (1) the noise in the original
image, (2) smoothing of edges when filtering the noise,
(3) improper segmentation of some voxels near phase
boundaries, (4) the sensitivity of MC to pixelation ef-
fects, and (5) the possibility of poor contact between
isosurfaces.

In order to assess the reliability and validate the
image analysis method presented here, we have cal-
culated porosity and interfacial area estimates for the
experimental systems described in Section 3.1. First we
estimated the porosity of the two-phase high precision
beads using our k-means segmentation routine and an
indicator kriging algorithm; then compared the results
with estimates based on laboratory measurements. In-
dicator kriging was conducted using 3DMA3 and is de-
scribed in full detail by Oh and Lindquist [32]. Briefly,
indicator kriging is a local thresholding method that
incorporates spatial information through the spatial
two-point covariance of the image [32]. The method
requires a population assignment step, which segments
a fraction of the image based on two threshold values
T0 and T1. Care must be taken in the choice of T0 and
T1 since misclassification can occur. Oh and Lindquist
[32] developed automated methods for selecting T0 and
T1; however, based on their experience, they recom-
mend user selection [27]. Indicator kriging was chosen
for comparison with k-means cluster analysis because
it accounts for spatial correlations within the image,
whereas k-means does not. Furthermore, 3DMA is a
software package specifically designed for applications
in porous media, and therefore allows for comparison
of our approach to another commonly used algorithm.

Numerous interfacial area estimates for the high
precision glass beads and menisci in the capillary tubes
were calculated using various combinations of the im-
age analysis techniques discussed in Section 2 and are
described in detail here. Table 3 lists the various in-
terfacial area estimation methods and the image analy-
sis techniques used to obtain each estimate. The first

3http://www.ams.sunysb.edu/~lindquis/3dma/3dma_rock/3dma_
rock.html

column lists the names we have used to identify the
different interfacial area estimates. The 2-point corre-
lation estimates were obtained using the method de-
scribed by Torquato [52, pg. 290] and the algorithm
was implemented as described in [42]. The method
entitled Gauss MC is the method we have used in recent
studies and is a replacement for the Culligan method,
which was used in [15, 16]. Blob3D4 refers to estimates
obtained using the freely available image analysis soft-
ware package developed by Ketcham [24]. Blob3D uses
a MC algorithm to construct isosurfaces from which
interfacial area estimates are obtained. In practice, we
found that Blob3D created surfaces on the flat edges
of the square volumes that contained the capillary
tube data; thus, we were not able to obtain reliable
interfacial area estimates from Blob3D for the capillary
tube data. This artifact was not an issue with the high
precision beads since the beads were not in contact
with the edges of the volume. The “Filter” column lists
the filter used to remove noise from the original gray-
scale data and, in parentheses, indicates the number of
times (or iterations) the filter was applied to the data.
The “Segmentation” column indicates which segmen-
tation method was used to classify the phases. For the
high precision glass beads, both k-means and indicator
kriging segmentation routines were used in order to
investigate the effect of the segmentation routine on
the resulting surface area and interfacial area estimates.
In the case of PMMC, no segmentation routine was
required. The last column, entitled “Data type,” indi-
cates the type of data from which the estimate was
obtained and in most cases binary data from the listed
segmentation routine were used to obtain interfacial
area estimates. In the Median MC and Gauss MC, the
respective filter kernels were 3×3×3 so that the edges
of each phase were the only areas affected by the filter.
The median filter was chosen since (in a binary image) it
does not smooth the data, it only rearranges the binary
values near edges based on the surrounding neighbors.

4http://www.ctlab.geo.utexas.edu/software/index.php

http://www.ams.sunysb.edu/~lindquis/3dma/3dma_rock/3dma_rock.html
http://www.ams.sunysb.edu/~lindquis/3dma/3dma_rock/3dma_rock.html
http://www.ctlab.geo.utexas.edu/software/index.php
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Table 3 List of the different methods used to obtain interfacial area and surface area estimates and the corresponding image analysis
steps

Method Filter Segmentation Data type

Voxel counting Anisotropic diffusion (×1) k-means and indicator kriging Binary
2-point correlation Anisotropic diffusion (×1) k-means and indicator kriging Binary
Binary MC Anisotropic diffusion (×1) k-means and indicator kriging Binary
Median MC Anisotropic diffusion (×1) k-means and indicator kriging Median-filtered binary
Gauss MC Anisotropic diffusion (×1) k-means and indicator kriging Gauss-filtered binary
Resample MC Anisotropic diffusion (×1) k-means and indicator kriging Resampled trinary
Blob3D Anisotropic diffusion (×1) k-means and indicator kriging Binary
PMMC Median (×2) – Gray scale
Culligan method Median (×1) Autoseg Resampled trinary

This effectively tests the sensitivity of interfacial area
estimates to the segmentation routine. The Gaussian
filter, on the other hand, smoothed the binary data. A
smoothing filter was chosen since it has been shown that
the marching cubes algorithm is sensitive to pixelation
effects [17, 30, 31], although to a lesser extent than
voxel counting. In both the Median MC and Gauss
MC, an isovalue of 0.5 was selected and good contact
between each isosurface was maintained. In the case of
Gauss MC, the smoothing caused some deterioration of
contact near the three-phase contact line.

4 Results

4.1 High precision beads (two-phase analysis)

Figure 5 compares the two-dimensional void ratio es-
timates for each slice obtained from the k-means and

indicator kriging segmentation methods for the two
resolutions. These results indicate that the two segmen-
tation methods produce virtually the same void ratio
estimates and that doubling the resolution had little
effect on the estimates. Table 4 compares the volume
averaged porosity estimates obtained from laboratory
measurements with estimates obtained from the seg-
mented CMT data. These values are reported to three
significant figures for comparison purposes only. These
results show that all of the estimates were essentially
the same with a maximum of 1.5% error, and that the
estimates were not notably sensitive to the choice of
segmentation routine, nor the different resolutions.

The surface area of the two-phase bead pack was
estimated using voxel counting, 2-point correlation
functions, Binary MC, Median MC, Gauss MC, Resam-
ple MC, and Blob3D (see Table 3) at the 11.8- and
5.9-μm/voxel resolutions. The relative errors (with re-
spect to the laboratory measurement) for all estimates

Fig. 5 A comparison of glass
bead two-dimensional, void
ratio estimates (per slice)
as a function depth for
k-means and indicator kriging
for the low (left) and high
(right) resolution images
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Table 4 Comparison of volume averaged porosity estimates obtained from measurements and segmented CMT data

Resolution (μm) Measured k-means Indicator kriging

11.84 0.509 0.515 (1.2% error) 0.510 (0.3% error)
5.92 0.509 0.517 (1.5% error) 0.515 (1.1% error)

are presented in Figs. 6 and 7. The two horizontal
lines represent the error associated with the laboratory
measurement. Voxel counting and 2-point correlation
functions overestimated the interfacial area by more
than 25% for the 11.8-μm/voxel and more than 35%
for the 5.9-μm/voxel. All other estimates were within
15% and 10% of the laboratory measurement for the
11.8- and 5.9-μm/voxel resolutions, respectively. The
Blob3D interfacial area estimates are based on isosur-
faces; thus, it is not surprising that they are similar
to the other MC methods; however, the Blob3D es-
timates were higher than all other MC methods. The
error associated with the 2-point correlation functions
contradicts the results reported by Montemagno and
Ma [31]; however, they calculated as using the an-
gular average, which appears to be a more accurate
method than the one we used here (see [52, pg. 290]).
Figures 6 and 7 also show that the estimates were
not significantly affected by the segmentation routine;
at both resolutions, estimates from indicator kriging
were slightly lower than the estimates obtained by
k-means cluster analysis. In all cases, the surface area
estimates increased slightly, between a factor of 1.04–
1.09, as a result of doubling the resolution. Most of the

MC methods underestimated the laboratory measure-
ment at 11.8 μm/voxel, whereas at 5.9 μm/voxel the
surface area estimates increased slightly and therefore
match the analytical estimates more closely for the
5.9-μm/voxel resolution. The observed increase in sur-
face area estimates at the 5.9-μm resolution could be
caused by a number of factors. One such factor is the
regions near the bead contact points. In the 5.9-μm res-
olution images, these regions are better resolved than
in the 11.8-μm images. In both cases, the images show
contact that is greater than the experimental system;
however, in the 5.9-μm resolution images, the contact is
less, thus potentially contributing to an increase in the
surface area estimates.

Doubling the resolution was a relatively easy process
at the APS beam-line; however, the decision to do so
should not be made lightly since the size of the data
increased by a factor of 8. This is especially impor-
tant if multiple data sets are collected throughout an
experiment. The number of voxels in the 11.8- and
5.9-μm/voxel resolution data sets was 650×650×515
(415 MB) and 1,300×1,300×1,030 (3.3 GB), respec-
tively. Thus, the computational demands to store and
process the higher resolution data increased signifi-

Fig. 6 The relative error
obtained from various
interfacial area estimation
methods for the two-phase,
high precision glass beads at a
resolution of 11.8 μm/voxel.
The figure shows results for
k-means and indicator kriging
on the left and right,
respectively, of the vertical
line. The horizontal red lines
represent the error associated
with the laboratory
measurement

–15

–10

–5

0

5

10

15

20

25

30

35

40

45

50

P
er

ce
n

t 
E

rr
o

r

Voxe
l C

ount

2–
Poin

t C
orr.

Bin
ar

y M
C

Med
ian

 M
C

Gau
ss

 M
C

Res
am

ple 
MC

Blo
b3D

Voxe
l C

ount

2–
Poin

t C
orr.

Bin
ar

y M
C

Med
ian

 M
C

Gau
ss

 M
C

Res
am

ple 
MC

Blo
b3D

Ind. Krigingk–means

High Precision Beads (11.8 μm/voxel)



Comput Geosci

Fig. 7 The relative error
obtained from various
interfacial area estimation
methods for the two-phase,
high precision glass beads at a
resolution of 5.9 μm/voxel.
The figure shows results for
k-means and indicator kriging
on the left and right,
respectively, of the vertical
line. The horizontal red lines
represent the error associated
with the laboratory
measurement
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cantly. The performance of all software used in this
study greatly decreased (took longer) when working
with the high resolution data. Considering the rela-
tively small differences in the estimates presented here
and the significant increase in computational costs, it
is questionable if any new insights were gained re-
garding the porosity and surface area by doubling the
resolution.

Although the porosity and surface area estimates
presented in this study were not highly sensitive to the
segmentation routines used, it is possible that other
properties of the porous media (e.g., pore connectivity,
permeability, etc.) could be affected by the choice of
the segmentation routine and the resolution of the
data. This particularly needs to be considered when the
regions near bead-to-bead contacts are of importance.

4.2 Capillary tubes (three-phase analysis)

Capillary tube CMT data were collected to test the
image analysis methods on a simple three-phase system.
The 13-μm resolution data were used to investigate anw

estimates of the air–water interface obtained by voxel
counting, 2-point correlation functions, Resample MC,
Binary MC, Median MC, Gauss MC, PMMC, and the
Culligan method (see Table 3). The values reported for
PMMC were provided by James McClure [30]. Voxel
counting anw estimates did not require the use of Eq. 5
since the voxel faces between the phases of interest
were counted. 2-point correlation estimates of an, as,
and aw were obtained as described by Torquato [52,
pg. 290] and anw values were calculated using Eq. 5. All
other estimates were obtained using Amira™ and Eq. 5

a b c d

Fig. 8 Comparison of a Binary MC, b Median MC, c Gauss MC, and d Resample MC nonwetting (red) and wetting (blue) phase
isosurfaces
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Table 5 Comparison of anw estimates for the air–water meniscus
of the 13-μm resolution capillary tubes

Tube i.d. (μm)
800 1,350 1,500

Analytical estimate 0.91 2.08 3.36
Voxel counting 1.23 2.90 4.37
2-point correlation – 2.57 4.18
Binary MC 0.85 1.99 3.33
Median MC 0.80 1.94 3.15
Gauss MC 0.76 1.84 2.98
Resample 0.76 1.82 2.71
PMMC 0.78 1.93 2.95
Culligan method 0.96 2.30 2.77

All estimates are in units of mm2

as described in Section 2.3. Estimates from Blob3D
were not included here since estimates for as, an, and aw

obtained with this program included regions associated
with the flat edges of the square volume. This was
not an issue with the two-phase bead data since none
of the solid phase touched the edges. The extra area
associated with the edges of the square volume could
be subtracted out since those areas are flat surfaces;
however, since Blob3D uses isosurfaces to estimate
interfacial area, it is expected that the results would be
similar to those obtained using Amira™.

The resulting isosurfaces for an and aw produced
using Amira™ are provided in Fig. 8. As expected,
Binary and Median MC show significant pixelation
effects (stair-step appearance), and Binary MC more
accurately represented the wetting phase at the three-
phase contact line than the Median MC. Gauss MC
shows slight signs of pixelation effects, yet was rela-
tively smooth at the three-phase contact line. Resample
MC resulted in the smoothest isosurfaces; however,
there was no contact at the air–water interface.

The anw estimates for the air–water interface are
listed in Table 5 and the percent error between the
analytical anw estimate and the image analysis esti-
mates for the three capillary tubes (13 μm/voxel resolu-
tion) is shown in Fig. 9. The horizontal lines represent
the error associated with the analytical estimates. All
MC methods underestimated the analytical estimate by
1–20% error, whereas voxel counting and two-point
correlation functions overestimated the analytical value
by 20–40%. Of all MC methods, the Resample MC
method consistently resulted in the greatest percent
error, whereas the Binary MC method consistently
resulted in the least percent error. This suggests that
in the Binary MC method, pixelation effects make up
for areas in which the MC method does not accurately
capture the geometry of the phase boundary. Estimates

Fig. 9 Relative errors for
the anw estimates obtained
from different image analysis
techniques for the
13-μm/voxel resolution
capillary tube data.
The horizontal red lines
represent the error associated
with the analytical estimate –20
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obtained from the Culligan method were the only
estimates that were not consistent for all three capillary
tubes. Although all estimates from the Culligan method
were within 20% error, this method slightly overesti-
mated the analytical estimate for the 800- and 1,350-
μm tubes, but underestimated it for the 1,500-μm tube.
Since the only difference between resample MC and
the Culligan method was the segmentation routine, the
results suggest that the segmentation routine (Autoseg)
used in Culligan et al. [15, 16] was not as consistent as
the segmentation routine (k-means) presented here. In
general, all estimates obtained from the MC methods,
including the Culligan method, are excellent consider-
ing the error associated with the analytical estimate.

The effect of voxel resolution on the resulting anw

estimates was also investigated using the 800- and
1,500-μm capillary tubes. The analysis of the higher
resolution CMT data was identical to the analysis of the
13-μm data. The anw estimates obtained from the high
resolution CMT image data are shown in Table 6 along
with the 13-μm data. The results show that in both
the 800- and 1,500-μm tubes, doubling the resolution
caused a decrease in the interfacial area estimates and
therefore a decrease in the accuracy of the estimate.
This is contrary to what would be expected since there
are more voxels available for the construction of the
isosurface in the 6.5-μm data than in the 13-μm data.
Additionally, at higher resolutions it is expected that
features such as the nonwetting–wetting–solid contact
line would be better resolved, leading to more repre-
sentative isosurfaces and a more accurate interfacial
area estimate. However, the signal-to-noise ratio does
deteriorate as the resolution is increased. Even at a
resolution of 3.3 μm (approximately 4 times greater
than 13 μm), no significant change in anw was observed.

Table 6 anw estimates for a series of voxel resolutions for the 800-
and 1,500-μm diameter capillary tubes

Voxel resolution Method 800 μm 1,500 μm
(μm)

Analytical estimate 0.91 3.36
13 Binary MC 0.85 3.32

Median MC 0.8 3.15
Gauss MC 0.76 2.97

6.5 Binary MC 0.83 3.21
Median MC 0.76 3.10
Gauss MC 0.75 2.92

3.3 Binary MC – 3.34
Median MC – 3.14
Gauss MC – 2.96

1.6 Binary MC – 5.92
Median MC – 5.22
Gauss MC – 3.73

Units are in mm2

This shows that in these capillary tube systems an
increase in resolution did not result in an increase in
accuracy for the interfacial area estimates. Only at a
resolution of 1.6 μm was there considerable increases
in the anw estimates, however the interfacial area was
greatly overestimated. The high values in the 1.6-μm
data were caused by the significantly increased signal-
to-noise ratio encountered in the original gray-scale
data for this resolution. To improve signal-to-noise
ratios, one can use longer exposure times during data
collection; however, the results presented here did not
warrant this. It is also possible that minor changes in
the image analysis routine (i.e., more iterations of the
anisotropic diffusion filter) could have eliminated some
of this noise; however, this was not attempted since the
goal of this study was to test the image analysis method
presented here.

5 Summary and conclusions

In this study, a much needed validation was carried
out to test the current techniques and those used in
Culligan et al. [15, 16] for analyzing CMT image data to
obtain phase distribution and interfacial area estimates.
Our technique involved three steps: (1) filtering of
the original gray-scale image data with a median or
anisotropic diffusion filter, (2) segmentation of the data
into binary (or trinary) data sets using a k-means clus-
ter analysis, and (3) construction of isosurfaces from
the segmented data using the commercially available
software package Amira™, which uses a generalized
marching cubes algorithm. Phase distribution estimates
such as porosity and saturation were obtained from
the segmented data by counting voxels. Interfacial area
estimates were obtained from the isosurfaces.

To test the reliability of the image analysis method
presented here, two experimental data sets were an-
alyzed and the results were compared to laboratory
measurements, as well as results obtained by other
image analysis methods currently in use. The two data
sets consisted of (1) a high precision bead pack and
(2) air–water interfaces contained within three capillary
tubes of different radii. The two-phase high precision
bead data was used to compare the resulting estimates
from k-means cluster analysis to results obtained from
indicator kriging in the software package 3DMA. In-
terfacial area estimates were computed by voxel count-
ing, 2-point correlation functions, marching cubes, and
Blob3D. Four different marching cubes (Binary MC,
Median MC, Gauss MC, and Resample MC) estimates
were computed for comparison purposes, all of which,
except Binary MC, consisted of filtering the segmented
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data prior to constructing the isosurfaces in Amira™.
Our method was also compared to Blob3D since it is
a commonly used image processing software package.
The capillary tube data served as a simple three-phase
system for testing the reliability of the interfacial area
estimates. Voxel counting, two-point correlation func-
tions, and four different marching cubes estimates were
compared using the three capillary tube data sets, all
of which were segmented by k-means cluster analysis.
PMMC [30] estimates were also included in the com-
parison as well as estimates obtained using the method
of Culligan et al. [15, 16]. The effects of resolution
on the resulting estimates were also investigated for
both the high precision glass beads and the capillary
tube data.

Void ratio profiles (as a function of depth) for the
high precision beads showed that there was no observ-
able difference between the estimates obtained from
the two different segmentation routines and two dif-
ferent resolutions. Additionally, the volume averaged
porosity estimates obtained from either segmentation
routines was within 1.5% error of the laboratory poros-
ity estimates. Interfacial area estimates showed that
voxel counting and two-point correlation functions sig-
nificantly overestimated (25–45%) the laboratory esti-
mates, whereas all MC-based estimates, and Blob3D,
were within 15%. The interfacial area estimates ob-
tained from the higher resolution data exceeded the
lower resolution estimates by a factor of 1.04–1.09 in
all cases. Furthermore, all interfacial area estimates
obtained from data segmented by indicator kriging
were slightly lower than the corresponding estimates
obtained from data segmented by k-means; however,
the differences were minimal. Thus, it was shown that
for the two-phase, high precision beads the resulting
estimates were not sensitive to the two segmentation
routines used here.

Inspection of the capillary tube data showed that
voxel counting and 2-point correlation functions re-
sulted in interfacial area estimates that were signif-
icantly higher than the analytical estimate, whereas
the MC-based estimates, including PMMC and the
Culligan method, were in good agreement with the ana-
lytical estimate. It was also shown that the MC methods
generally underestimated the analytical estimate. The
MC estimates with pixelation effects were closer to the
analytical estimate than those that had been smoothed
prior to constructing the isosurfaces, which suggests
that smooth isosurfaces are not necessarily the best
estimate when applying MC to CMT data. The inter-
facial area estimates obtained using Amira™ were also
in agreement with those obtained using PMMC. This
was somewhat surprising since the PMMC algorithm

bypasses the segmentation step and provides a better
representation of the fluid surfaces at the three-phase
contact line. An increase in the resolution by a factor
of 2 or 4 did not result in significant improvements in
the interfacial area estimates; however, an increase by a
factor of 8 led to significant overestimation mainly due
to noise produced at this resolution. Further filtering of
the gray-scale data could perhaps eliminate some of this
noise, as could changes in the experimental procedure,
for instance by using longer exposure times during
tomographic data collection. As expected, the 13.0-,
6.5-, and 3.3-μm resolution results indicate that the
interfacial area estimates are relatively consistent for
this range of resolutions, suggesting that the estimates
are not highly dependent on the image resolution. In
any given data set, there should be a range of resolu-
tions in which all of the important features are resolved
in the images and thus, the interfacial area estimates
should not change significantly. At sufficiently high
resolutions, the images would resolve features, such as
nanoscale roughness (see [26]), that would invalidate
the chosen analytical model, in our case a spherical cap.

Overall, we have shown that the method presented
here to obtain phase distributions and interfacial area
estimates was in excellent agreement with measured
values, as well as with other methods that are com-
monly used in the literature (i.e., indicator kriging via
3DMA, Blob3D, and PMMC). In addition, the im-
provements to the segmentation routine presented here
were found to result in more consistent interfacial area
estimates than the routine previously used by Culligan
et al. [15, 16].
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