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Abstract— Developing autonomous intervention capabili-
ties for lightweight underwater vehicle manipulator systems
(UVMS) has garnered significant attention within recent years
because of the opportunity for these systems to reduce interven-
tion operating costs. Developing autonomous UVMS capabilities
is challenging, however, because of the lack of available stan-
dardized software frameworks and pipelines. Previous works
offer simulation environments and deployment pipelines for
underwater vehicles, but fall short of providing a complete
UVMS software framework. We address this gap by creating
Angler: a software framework for developing localization,
control, and decision-making algorithms with support for sim-
to-real transfer. We validate this framework by implementing a
state-of-the-art control architecture and demonstrate the ability
to perform station keeping with a mean error below 0.25 m and
waypoint tracking with an average final error of 0.398 m.

I. INTRODUCTION

Lightweight underwater vehicle-manipulator systems
(UVMS)—which range from 25-50 kg in size—can be
used to perform intervention tasks like scientific sampling
and structural maintenance [1]. Performing intervention with
lightweight UVMS currently requires at least one well-
trained human operator, whose training can be resource
expensive. This motivates the development of autonomous
solutions. However, because of the lack of standardized
open-source software frameworks and unified development
pipelines, implementing and deploying autonomous task-
based planning and control capabilities for lightweight
UVMS is burdensome and acts as a significant barrier-to-
entry for researchers hoping to work with these systems.

Existing approaches provide solutions to individual stages
of the UVMS development and testing process. Specifically,
Project DAVE [2], UUV Sim [3], UWSim [4], and Stonefish
[5] all provide options for simulating UVMS but do not
provide pipelines to transition implemented solutions to a
hardware platform. Approaches that support deployment to
hardware include ROS-MVP [6] and COLA2 [7]. Unfortu-
nately, ROS-MVP is designed only for vehicle integration,
and COLA2 is proprietary.

In an effort to standardize testing and to reduce develop-
ment time needed to deploy lightweight UVMS, we propose
Angler. Angler is an open-source1,2 ROS 2 [8] framework
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Fig. 1: We demonstrate our proposed framework and sim-to-real
pipeline on the BlueROV2 Heavy with a mounted Reach Alpha
5 manipulator through hardware experiments in the O.H. Hinsdale
Wave Research Laboratory.

designed to provide a plug-and-play solution for developing
custom sensor interfaces, localization algorithms, control
algorithms, and behavior trees for lightweight UVMS. In
addition to offering interfaces for developing UVMS solu-
tions, Angler provides a unified pipeline for testing these
algorithms in simulation and transitioning them to hardware.

We validate the proposed framework by creating a state-
of-the-art UVMS control architecture using integral sliding
mode control and set-based task priority inverse kinematic
control. The control architecture accounts for the unique
challenges associated with integrating lightweight UVMS
(i.e., high manipulator-to-vehicle mass ratio and model un-
certainty created by nonlinear hydrodynamic forces acting
on the system) and achieves fundamental control capabilities
required for autonomous intervention. Hardware experiments
were performed using the framework with a BlueROV2
Heavy3, a mounted Reach Alpha 5 manipulator4, and a
Qualisys motion capture system for localization5 (see Fig. 1).
The results of these experiments demonstrate the system’s
ability to perform successful end effector station-keeping
with an average end effector tracking error below 0.25 m
and waypoint tracking with the average final error between
the end effector and waypoint being 0.398 m.

II. RELATED WORK

Developing autonomous intervention capabilities for
UVMS has garnered significant attention within recent years
with several large-scale projects achieving success using

3https://bluerobotics.com/
4https://reachrobotics.com/
5https://www.qualisys.com/



intervention-class UVMS (100-200 kg). The SAUVIM [9]
and TRIDENT [10] projects demonstrate underwater target
recovery. Valve turning is another common demonstration
which has been shown by DexROV [11], TRITON [12],
and Giergial et al. [13]. Finally, the TWINBOT project has
successfully demonstrated autonomous cooperative object
transportation [14]. While these projects have been success-
ful, many take advantage of propriety software to implement
their solutions [7] while the remaining leave their software
frameworks closed-source.

For lightweight UVMS, most work has been limited to
simulation. Marais et al. present an anisotropic disturbance
rejection technique [15] and an energy optimal trajectory
planner [16] for a simulated lightweight UVMS. Barbălată et
al. explore the dynamic coupling effect and use of coupled
integral sliding mode control on a simulated lightweight
UVMS in [17], [18]. Wang et al. provides an exception to the
use of simulation by demonstrating successful target recovery
using a custom-built manipulator [19] and a bioinspired
lightweight UVMS [20]. Though, these works focus on
the development of custom hardware platforms and do not
provide an accompanying open-source software framework.

III. SOFTWARE FRAMEWORK

Angler provides a complete framework for developing and
testing lightweight UVMS, and has been informed by the
following goals:

1) Modularity: Ensure researchers can implement sensor
interfaces, control algorithms, and localization algo-
rithms without needing to re-write existing interfaces.

2) Task-Oriented: Provide an architecture that allows re-
searchers to leverage existing algorithms and capabil-
ities to perform complex intervention tasks.

3) Flexibility: Provide interfaces to support using a variety
of hardware platforms ensuring that our framework is
hardware agnostic.

4) Sim-To-Real: Create a pipeline that enables prototyping
solutions in simulation and deploying the same solu-
tions on hardware without significant modification.

5) Leverage existing open-source software: Angler uses
ROS 2 and ArduPilot [21] to create a familiar API
and toolset for underwater roboticists.

Angler accomplishes these objectives by implementing
a collection of ROS 2 packages that enable development
of sensor and hardware interfaces as well as algorithms
for control, localization, and task planning. Angler also
integrates ArduPilot to enable software-in-the-loop (SITL)
testing and deployment to hardware. In the remainder of this
section, we provide additional details regarding the interfaces
made available through Angler.

A. Localization

At the core of any underwater robotics platform is the abil-
ity to perform localization. Unfortunately, most lightweight
UVMS offer minimal sensing capabilities out-of-the-box,
making it necessary for researchers to integrate their own
sensor interfaces. Furthermore, once a sensor reading has

been received, that reading is not always sent directly to a
state estimator; sometimes it’s used as an input to a local-
ization algorithm (e.g., sonar scans used for SLAM [22]).
Recognizing these factors, Angler provides a localization
package with helper classes to support integrating sensors
into the system and creating localization algorithms using
received sensor data. The package can be used to send any
identified velocity or pose states to the ArduPilot Extended
Kalman Filter (EKF) for state estimation.

B. Controllers

UVMS control architectures can be separated into two
categories: coupled and decoupled. In a coupled control
architecture, the manipulator(s) and vehicle are controlled by
a single control algorithm. Whereas, in a decoupled control
architecture, a high-level kinematic controller is used in
conjunction with separate manipulator and vehicle dynamic
controllers. Angler provides two interfaces to support devel-
oping both types of control architectures:

1) Vehicle Control: Robust control techniques like sliding
mode control are generally used for vehicle control when
implementing decoupled control algorithms for lightweight
UVMS [15], [18]. Unfortunately, ArduPilot only implements
PID control for vehicle control, which has been demonstrated
to be insufficient in the presence of underwater disturbances
[23]. Angler enables development and integration of more
complex controllers by providing a custom interface for
sending commands to individual thrusters.

2) Whole-Body Control: Angler provides an additional
package for developing specifically whole-body controllers.
Whole-body controllers can be implemented for use in either
coupled or decoupled control schemes according to the
researcher’s needs.

C. Behavior Tree

Behavior trees are a popular solution to enabling high-
level decision-making and task execution in robotic systems,
and have seen preliminary adoption within marine robotics
applications [24], [25]; however, they have not yet been
integrated into a UVMS framework. Behavior trees can be
characterized as rooted, directed trees comprised of control
flow nodes and execution nodes. Control flow nodes are
responsible for enabling decision-making within a behavior
tree. The types of control flow nodes are fallback, sequence,
parallel, and decorator nodes. Execution nodes perform
some task within the behavior tree as either an action node
or a condition node. For additional information regarding
behavior tree design, we refer readers to [26].

Angler takes advantage of behavior trees in the frame-
work to create reusable primitive behaviors, or subtrees,
from which more complex behaviors can be developed. The
implemented primitive behaviors include arming/disarming,
querying a planner, and moving to a waypoint.

D. Hardware Interface

One of the main strengths of Angler is that it gives
researchers the flexibility to choose their hardware platform.



This flexibility is made possible through the mux/demux
interfaces:

1) Mux: A mux acts as the primary entry point to Angler
for vehicle and manipulator state information. The gathered
state information is combined into a generic state object that
can be used by Angler. Researchers can implement their
own mux to collect state information from custom sources.
For example, a mux could be implemented to gather state
information regarding the vehicle from the ArduPilot EKF
and state information regarding a manipulator from a custom
manipulator driver.

2) Demux: A demux is responsible for splitting up a
unified control command and distributing that command to
its respective end points. In the case of decoupled con-
trol, a demux might split a command from a kinematic
controller into separate control commands for the vehicle
and manipulator controllers. Alternatively, a demux for a
coupled controller may simply proxy control commands to
the hardware.

E. Sim-to-Real
Angler uses Gazebo for hydrodynamics simulation and

ArduPilot for SITL testing and deployment to hardware. The
benefit in providing a SITL testing environment is that any
implemented algorithms and interfaces can be tested using
the same software that provides integration with hardware,
helping to minimize integration issues during sim-to-real
transfer. With regards to the transfer process itself, com-
puters used for simulation and topside operation often have
different processor architectures and operating systems than
devices onboard the vehicle. Consequently, performing sim-
to-real transfer can introduce cross-compilation issues and
dependency mismatches.

Angler overcomes this problem by integrating Docker.
Angler builds and releases Docker images targeting amd64
and aarch64 architectures which allows researchers to run
Angler from a topside computer or on a compute platform
located on the UVMS. Furthermore, the use of Docker
ensures that the Angler framework is completely sand-boxed,
limiting differences between the simulation environment and
the hardware environment. The complete sim-to-real pipeline
may be observed in Fig. 2.

IV. SYSTEM MODEL

This section establishes a mathematical model for an
underwater vehicle manipulator system (UVMS) and other
preliminary information needed to understand the imple-
mented control architecture.

A. Kinematic Model
A UMVS is a multi-body system consisting of an un-

derwater vehicle and one or more manipulators affixed to
the vehicle. The vehicle’s pose η with respect to an inertial,
earth-fixed frame I and velocities v with respect to a body-
fixed frame B are defined as [27]:

η =
[
η1 η2

]T
, η1 =

[
x y z

]T
, η2 =

[
ϕ θ ψ

]T
v =

[
v1 v2

]T
, v1 =

[
u v w

]T
, v2 =

[
p q r

]T (1)
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Fig. 2: The Angler sim-to-real pipeline uses Docker to facilitate
deployment of software tested in simulation to a topside computer
or the UVMS itself.

where x, y, and z capture the linear position of the vehicle; ϕ,
θ, and ψ denote the vehicle’s roll, pitch, and yaw angles, re-
spectively; u, v, and w denote linear velocities; and p, q, and
r denote angular velocities. The joint angles of an attached
n degree of freedom manipulator are represented using the
joint matrix q =

[
q1 q2 . . . qn

]T ∈ Rn. The respective
joint velocities are captured as q̇ =

[
q̇1 q̇2 . . . q̇n

]T ∈ Rn.
Finally, the end effector’s pose ηee =

[
ηee,1 ηee,2

]T ∈ R6

with respect to the inertial frame may be determined using
forward kinematics.

The linear and angular velocities of the manipulator’s end-
effector η̇ee =

[
η̇ee,1 η̇ee,2

]T
expressed in the earth-fixed

frame can be determined using differential kinematics and
are given as:

η̇ee =

[
Jpos
Jori

]
ζ = J(η, q)ζ ∈ R6 (2)

where ζ =
[
v1 v2 q̇

]T
is the vector of system velocities,

Jpos represents the UVMS position Jacobian, and Jori rep-
resents the UVMS orientation Jacobian. Let Rβ

α denote a
rotation matrix from frame α to frame β. Furthermore, let
rαα,β denote a vector defining the translation from frame α
to frame β with respect to frame α. We now define Jpos and
Jori as:

Jpos =
[
RI

B −StR
I
B JI

pos,man

]
∈ R3×(6+n) (3)

Jori =
[
O RI

B JI
ori,man

]
∈ R3×(6+n) (4)

where St = S(RI
Br

B
B,0) + S(RI

0r
0
0,ee), 0 represents the

manipulator base frame, ee represents the end-effector frame,
O denotes the null matrix, and S(x) defines the skew-
symmetric matrix for a vector x [27]. Finally, JI

pos,man and
JI
ori,man represent the manipulator position and orientation

Jacobian matrices with respect to the inertial frame.
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Fig. 3: Block diagram depicting the proposed control architecture for a lightweight UVMS. TPIK control is used to enable tracking
high-level control tasks while the ISMC and manipulator controller are responsible for tracking the desired system velocities.

B. Dynamic Model

The dynamics for an underwater vehicle are given in
Newton-Euler form as

Mv̇ + C(v)v +D(v)v + g(η) + d(η, t) = τ ∈ R6 (5)

where M is the inertia matrix with added mass terms, C(v)
is the matrix of Coriolis and centripetal terms, D(v) is the
damping matrix, g(η) is the vector of restoring forces, d(η, t)
represents the unmodeled forces, and τ is the vector of
vehicle forces and moments [28].

V. CONTROL ARCHITECTURE

We demonstrate the capabilities of Angler by creating a
state-of-the-art, decoupled control architecture designed to
achieve fundamental control capabilities required for au-
tonomous intervention with lightweight UVMS. Set-based
task priority inverse kinematic (TPIK) control has been
implemented as the whole-body kinematic controller. The
formulation for set-based TPIK control and a description
of the implemented control tasks are given in Section V-
A. We also design an integral sliding mode controller for
robust vehicle velocity control to ensure accurate tracking of
desired system velocities provided by the set-based TPIK
controller. The integral sliding mode controller is further
explored in Section V-B. The complete control architecture
is summarized in Fig. 3.

A. Set-Based Task Priority Inverse Kinematic Control

Task priority control methods [27] seek to achieve a
desired system state through the composition tasks, where a
task is defined as a control objective σ(x) ∈ Rm which acts
as a function on the system state x =

[
η q

]T
. The desired

system velocities ζd required to achieve a desired task value
σd can be calculated with the following closed-loop inverse
kinematics equation [29]:

ζd = J†(σ̇d +Kσe) (6)

where J† represents the Moore-Penrose pseudoinverse of the
task Jacobian, K ∈ Rm×m is a positive-definite matrix of
gains, and σe = σd − σ is the task error.

If the UVMS is kinematically redundant (i.e., the system
has more degrees of freedom than the number of degrees of
freedom required by the task), then Equation 6 will contain
a null projection operation:

ζd = J†(σ̇d +Kσe) + (I − J†J)ζnull (7)

where ζnull ∈ Rn+6 is an arbitrary velocity matrix projected
into the null space of the Jacobian [30]. Using the null space
projection, multiple tasks may be defined and organized as a
hierarchy in terms of priority for execution such that lower
priority tasks are projected into the null space of the Jacobian
of a higher priority task. The resulting system velocity given
a hierarchy of tasks is computed as ζd = ζ1 +N1ζ2 + · · ·+
N1,i−1ζi where ζi are the calculated system velocities for
the ith task and N1,i−1 is the null space of the augmented
task Jacobian J1,i−1 =

[
J1 J2 . . . Ji−1

]T
.

The above task-priority framework is designed to achieve
a specific task value (i.e., an equality task). However, it is
valuable to also constrain a task variable to a range. Such
tasks are identified as set-based tasks. We integrate set-based
tasks into the task-priority framework by implementing the
method proposed by Moe et al. [31], which constructs the
task hierarchy at each control iteration according to the
current system state. If the current system state violates a
set-based task’s limits, the task in violation is embedded into
the hierarchy as an equality task. Once the system no longer
violates the set-based task constraints, the task is removed
from the task hierarchy. For additional information regarding
the hierarchy construction and selection algorithm, we refer
readers to the derivation by Moe, et al. [31].

We implement three types of control tasks for execution
within the task hierarchy. The first is a joint limit set-based
task which constrains the range-of-motion of a manipulator
joint, helping to prevent over-extension of the joint beyond
its mechanical limits. The task Jacobian for this constraint
is the row vector

Jlim,i =
[
0 . . . 1︸︷︷︸

i

. . . 0
]
∈ R1×n (8)

where i denotes the ith manipulator joint. The task Jacobian
for the vehicle yaw equality task is of the same form as
that identified in Equation 8 with the exception being that
index i is equivalent to that of the vehicle yaw column within
the system Jacobian defined in Equation 2. Finally, the end-
effector position task Jacobian is defined in Equation 3.

We assign the following task priority within the hierarchy:
1) Joint limits
2) End-effector position tracking
3) Vehicle yaw tracking
Joint limits have been assigned the highest priority in

the hierarchy to ensure that the controller adheres to the



system safety constraints. End-effector position tracking
is performed with second priority to accomplish accurate
trajectory tracking. Finally, vehicle yaw tracking has been
integrated as an optimization task to ensure that the vehicle
faces its operational workspace.

B. Integral Sliding Mode Control

We design an integral sliding mode controller (ISMC)
for vehicle control which provides robustness to matched
uncertainties during the full system response [32]. To design
the ISMC, we begin with the control law

τ = τ0 + τ1 (9)

where τ0 is a controller responsible for stabilizing the nom-
inal system and τ1 is a controller responsible for rejecting
the forces induced through d(η, q, t). For this work, assume
that d(η, q, t) meets the definition of matched uncertainty
such that d(η, t) has a known upper bound and fulfills
the matching condition (i.e., d(η, t) ∈ span{B}, where B
represents a control selection matrix).

We design τ0 using the nominal vehicle dynamics obtained
from Equation 5 and computed torque control as follows:

τ0 =Mp+ C(v)v +D(v)v + g(η) (10)

where p = v̇d +Kpve represents the auxillary control input,
ve = vd − v represents the vehicle velocity error, and Kp ∈
R6×6 is a positive-definite matrix of gains. We now design
τ1 to reject uncertainties unhandled by τ0. Let s = σ+ z be
the sliding variable in which

σ = Cve, (11)
ż = v̇e +Kpve − Cv̇e (12)

with C representing a positive-definite matrix. To ensure
disturbance rejection during full system response, assume
that the initial error state dynamics exist on the manifold
describing the desired error dynamics (i.e., s(0) = 0). z(0)
can then be given as z(0) = −Cve(0). After integrating ż,
s and its respective time derivative are determined to be

s = ve +Kp

∫ t

0

ve dt−Kpve(0) (13)

ṡ = v̇e +Kpve (14)

When the desired error dynamics are achieved, s = ṡ =
0 and the disturbances are rejected throughout the system
response. τ1 is now designed to enforce sliding motion:

τ1 = ρ sign(s) (15)

where ρ is a positive-definite matrix of switching gains and
sign(s) is the sliding mode control sign function.

To prove the stability of the controller, take the Lyapunov
candidate

V =
1

2
sTMs (16)

V̇ = sTMṡ (17)

which, upon substituting Equations 5, 14, and 9 and rear-
ranging terms, yields

V̇ = sT (d(η, t)− ρ sign(s))

= ||s||(−ρ+ ||d(η, t)||)
(18)

When ρ is selected such that ρ ≥ ||d(η, t)|| + ϵ where ϵ is
a positive scalar, we obtain the inequality V̇ ≤ −ϵ||s|| and
the controller is stable.

To alleviate chatter in the controller, we approximate
the sign function using the hyperbolic tangent function:
sign(s) = tanh

(
s
λ

)
, where λ > 0 is a scalar value

defining the sign function boundary thickness. Furthermore,
we perform thruster-level control by applying the formula

τ = BtKu (19)

where Bt ∈ R6×t represents the thruster allocation matrix
for a vehicle with t thrusters, u ∈ Rt represents a vector of
thruster control signals, and K ∈ Rt×t is a diagonal matrix
whose elements represent the nonlinear relationship between
a thruster’s control signal and resulting thrust output.

VI. EXPERIMENTAL SETUP

We validated our proposed framework using a BlueROV2
Heavy with a mounted Reach Alpha 5 manipulator (see Fig.
1). This platform can be easily launched by a single person
without the use of launch and recovery systems. Angler was
deployed to a Raspberry Pi 4 onboard the BlueROV2 to
reduce system latency and to avoid bandwidth limitations
imposed by the tether. We integrated the Reach Alpha 5
manipulator into the system by creating an open-source6

ROS 2 driver the the Reach Alpha 5. Finally, we designed
the system behavior tree with the ability to load a sequence
of waypoints for the system to navigate to and the ability to
execute that plan using the control architecture. A disarm
fallback state was also integrated into the behavior tree,
giving users the option to manually override the system in the
event of unexpected behavior. The behavior tree is presented
in Fig. 4.

All experiments were performed in the O.H. Hinsdale
Wave Research Laboratory with a water depth of 1.2 m.

6https://github.com/Robotic-Decision-Making-Lab/alpha
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Fig. 4: Our proposed behavior tree has been design to enable UVMS
task execution. Here, square nodes represent actions, ovals are
conditions, ? represents a fallback node, → represents a sequence
node, and ! denotes a not-decorator.



«device» BlueROV2 Heavy

«device» Raspberry Pi 4

USB/IP

«device» Dell XPS 13

«device» Reach Alpha 5

«container» BlueOS Core

«component» ArduSub

MAVLINK

«container» angler-robot

«component» angler

«component» blue
 RS-232 

«component» alpha

«component» MAVROS

«device» Logitech F310 Controller

«device» Qualisys Motion Capture System

TCP

Fig. 5: We deploy our framework using Docker onto a Raspberry
Pi 4 hosted by the BlueROV2 Heavy. This helps reduce latency
between the software framework and the onboard devices.

Due to the minimal onboard sensing capabilities, we utilize a
Qualisys underwater motion capture system for localization.
The motion capture capture system provided an accuracy
of 4 mm at the time of calibration, making it suitable
for ground-truth measurements. In the case of real-world
deployments, the motion capture system would be replaced
by additional sensors, such as a Doppler Velocity Log and
acoustic beacons. Our goal in these trials is to characterize
the error inherent in the implemented control architecture
given accurate localization. The complete deployment dia-
gram is presented in Fig. 5.

VII. EXPERIMENTS AND RESULTS

A majority of intervention tasks (e.g., control panel op-
eration and valve turning) require a UVMS to maintain a
stationary pose (i.e., station-keeping) for extended periods of
time, making station-keeping one of the most critical capabil-
ities for an autonomous platform. Therefore, we evaluate the
ability of our system to perform end-effector station-keeping
across five consecutive trials, each lasting one minute in
duration. The end effector tracking error observed across
each trial may be observed in Fig. 6. The mean error across
all trials was 0.223 m ± 0.031 m, respectively, showing that
the system was able to maintain a consistent position across
all trials. The observed error can be attributed to steady-state
error in the ISMC controller and inaccuracies in the nonlinear
thrust-to-PWM mapping used for direct thruster control.

Waypoint navigation is another core capability that an au-
tonomous framework should be able to demonstrate. This ca-
pability is required for intervention tasks like target retrieval
and object transportation. We test the proposed framework’s
ability to navigate to the waypoint ηee,1,d = [1.0, 1.0, 0.5]T

from an initial position across five consecutive trials. The
trajectories executed by the system are presented in Fig.
7. The average error between the end effector and desired
waypoint at the time of convergence across all trials was
0.398 m ± 0.099 m.
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Fig. 6: The average end-effector position error across station keep-
ing trials was observed to be 0.223 m ± 0.031 m, demonstrating
the stability of the control framework for extended periods of time.

Legend
Actual Trajectory
Reference Trajectory

Trial 3

Trial 4

Trial 1 Trial 2

Trial 5

Fig. 7: The UVMS was instructed to navigate from an approximate
initial position of ηee,1 = [−1.0, 1.0, 0.5]T to the waypoint
ηee,1,d = [1.0, 1.0, 0.5]T . This shows the ability of the framework
to converge on a distinct waypoint over an extended distance.

VIII. DISCUSSION

We have presented Angler, a complete software frame-
work for lightweight underwater vehicle manipulator systems
(UVMS) that makes it easier to develop and deploy UVMS
algorithms. Angler provides interfaces to enable integration
of sensors, localization algorithms, controllers, and behavior
trees. Angler emphasizes flexibility with regards to the hard-
ware platform and provides a pipeline for testing systems
in simulation and deploying those systems to hardware. We
have validated Angler by creating a state-of-the-art control
architecture for lightweight UVMS and successfully demon-
strated core autonomy capabilities. This work is a first step in
improving the accessibility of underwater robotics research
to the general robotics community.
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